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Abstract of the contribution: This contribution proposes a new solution for SaMOG Phase 2. It proposes a new data plane alternative that uses a single Virtual MAC Id at the TWAG for each distinct APNId. The proposed solution does not require any extra header information to be used on the data plane either at Layer 2 or 3.  The solution relies on the use of “enhanced” DHCP for each PDN management in the WLAN domain.   

Introduction

Our proposed solution addresses both the control plane as well as data plane of SaMOG Rel. 12.

 The proposed solution starts from the following considerations:
· Control plane considerations:

1. Ability for the UE to indicate the default APN for the initial PDN connection;

2. Ability for the UE to open and terminate PDN connection(s) for a non-default APN;

3. Ability to provide exchange of  IP address configuration and L2 parameters between UE and TWAG;

4. Ability to carry the handover indication on PDN basis.

· Data plane considerations:

1. Ability to deal with the overlap of the IP in use (two PDN’s may have the same assigned IP);

2. Ability to support the offload of multiple PDNs belonging to the same APN;

3. Ability to carry Unicast, broadcast and multicast traffic on APN basis in a separate channel;

4. Minimizing the state information to be kept in the TWAG per UE.

On the control plane, based on the above assumptions, we consider the current proposals as possible candidates for our solution. 

The approach of signalling the APN/L2-link-ID/Handover-hint in the authorization procedures is a good approach as long as there are no dynamic requirements for PDN management, The solution appears weak when we consider the aspect of initiating secondary APN’s/PDN’s on demand, during the post-authentication/authorization phase. One needs to use auth.  procedures or new signalling for features related to address assignment. Furthermore, considering a new control protocol comes for us as a last resort, only if the existent mechanisms are not capable of providing the required features. As a result aligning our control plane mechanism with address management procedures seems to be the natural choice.

The control plane solution in 8.2.3 addresses all these issues. It essentially requires only new DHCP options for APN specific hint and the L2 identifier. Comparing with EAP based solution this approach does not require EAP extensions but only three new IE’s in the DHCP messaging. 

Our proposal for Control Plane Solution uses the control plane solution in 8.2.3, with new DHCP IE specific changes due to our data plane design. It uses either EAP or DHCP for Initial APN/PDN Connection Setup. It uses the updated DHCP proposals for the subsequent PDN connection management. Even going forward, DHCP is a protocol that has been designed with the goal of negotiating options between the server and the clients. With minimum updates it may be extended to accommodate other type of information being exchanged. Integrating the SaMOG with other features and link management requirement on the network nodes, may require though the use of a generic control protocol.

On the data plane we take into consideration the current proposals. In the case of the solution that require per PDN tunnelling between UE and TWAG, we notice that this solution has scalability problems both in control plane as well as data plane as it must manage up to ( #UEs * #PDNs) tunnels. Even the VLAN Id proposal although a good candidate, is problematic due to operational issues. In the WLAN network nodes are typically shared by SaMOG UEs with other features for other devices. In this context the VLANIds must be shared with such features. A VLANId based approach may require the operator to reserve a large space of such IDs which may need to be dynamically/on-demand managed. 
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Figure 1: Point-to-point link model for PDN connection and NSWO access based on distinct layer 2 TWAG MAC addresses (S2-124401) 
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Figure 2: Our proposed solution using unique VMAC per APN and source based routing in forwarding UL packets.

As a result, we propose a solution that has  minimal state requirement on the TWAG. The solution does not require maintaining per-PDN tunnels either on the UE or on the TWAG. Instead, we propose using VMAC on the APN basis and build the L2 separation. We define VMAC to be a unique MAC address that it is unique per APN under the TWAG coverage. A VMAC address identifies one side of the connection between a UE and the TWAG for a given APN. Two UEs served by the same TWAG, connected  to the same APN share the same VMAC address. 

The proposed solution is different than the solutions discussed in S2-124401 and indicated in Figure 1. The solution in S2-124401 “ has the TWAG reserving a distinct MAC address that uniquely (on a per-UE basis) corresponds to an APN or a NSWO access”. This approach, as indicated in Figure 1, uses a one to one mapping between the TWAG-MAC address of a frame received on theTWAG interface to identify the S2a bearer on which it needs to be forwarded. This requires however requires the number of TWAG_MAC address in use to be in the same order of magnitude as the number of S2a tunnel supported by the TWAG.

Instead, our solution reduces the number of allocated TWAG_MAC addresses at the expense of an increase of the computation for packet forwarding. For each packet received on a VMAC interface (the packet is automatically matched to an APN) it applies source based routing/classification based on the source MAC (to identify the UE the packet is coming from) and IP source address (to identify the associated PDN, only in the case that the APN supports multiple PDN).


Conclusion

It is proposed to agree and include in the revision of TR 23.852 v1.3.0 the solution detailed below as a possible option for datapath of Solution 3.

First Change

…

An alternative solution is detailed in Section 8.2.3.1.3.3. It eliminates the need of tunnelling data between the UE and the TWAG at the cost of allocating a Virtual MAC address for each APN that is accessed through the TWAG and a change of the forwarding process of the UL packets at the TWAG. The packets are associated a S2a tunnel ID based on both Source MAC address, IP source address and VMAC of the interface.

8.2.3.1.3.2 …

Second Change

8.2.3.1.3.3
Data Plane Multiplexing for Per-UE and Per-PDN Connection using source based routing and per APN and per TWAG VMAC address with no tunnelling support

This solution allows both the network and the UE to support multiple PDN connections over WLAN with no tunnelling support.
NSWO Connection

In this solution each UE authenticated UE using the EAP based procedure is assigned a unique MAC address. This MAC address is used as a source MAC address for all the packets exchanged between the UE and the assigned TWAG. The mechanism used is described in 23.402 clause 16. The UE is also provisioned with both the IP address of the TWAG as well as its MAC address. 

All the packets exchanged in this single connection scenario, when the connection is not associated with any APN have the format 
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Figure 8.2.3.1.3.3- 1: Packet format for single connection without APN assignment or NSWO Connection

Note that this is not different than the single connection model detailed in Section 8.2.1.1.2. However, the similarities stop here.

Multiple Per-UE and Per-PDN Connection Support
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Figure 8.2.3.1.3.3 - 2: Packet format for multiple per-UE and per-PDN Connection Support
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Figure 8.2.3.1.3.3 - 3: Point-to-point link model for PDN connection and NSWO access based on VMAC

In this link model the TWAG assigns a Virtual MAC address for each APN connected through the TWAG. For example for an APN X a TWAG will assign a Virtual MAC address VMACi. For any UE device serviced by the TWAG the access to and from the APN X is going to be done through the VMACi. The format of a MAC frame between a UE and the TWAG using this link model is detailed in Figure 8.2.3.1.3.3 - 2. 

A distinct per-UE and per-PDN link required to transport traffic for a given PDN connection is realized via 1)  the TWAG reserving a distinct VMAC for each APN, and  2) UE specific data: the UE MAC address and UE IP address for the corresponding PDN.

Figure 8.2.3.1.3.3 - 3 details forwarding of both UL and DL data over the proposed link. In the UL scenario, the UL TFT in the UE identifies the PDN and the associated APN X for the packet. This information is used by the UE to identify the destination MAC address of the packet, which is the VMAC assigned by the TWAG for APN X and provided to the UE as a response to a DHCP message exchange between the UE and the TWAG. On receiving the Ethernet frame on the VMAC interface, the TWAG identifies the associated S2a bearer based on the source. If the UE has more than one active PDN for this AP the source IP address of the packet is used next in identifying the associated S2a bearer.

On the downlink the S2a tunnel ID is used in identifying both the VMAC address and the destination MAC address of the UE. 

Note that this solution differs from the solution detailed in Section 8.2.2.1.1.2. The solution in Section 8.2.2.1.1.2 assumes that “the virtual point-to-point link required to transport traffic for a given PDN connection, of for Non-Seamless WLAN Offload (NSWO) is realized via the TWAG reserving a distinct MAC address that uniquely (on a per-UE basis) corresponds to an APN or NSWO”. In this solution the assigned VMAC is unique per TWAG and per APN instead. As a result the forwarding process of the UL packets, increases as one may need to use both source MAC and source IP besides the interface on which the packet was received, to identify the S2a tunnel ID.

End of changes
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